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Abstract

People today are becoming more health-conscious and want to keep track of what they eat. However, many struggle
because they don’t have the right tools to identify or analyze their food accurately. Manual tracking can be time-
consuming and unreliable, making it hard to maintain a healthy diet. To solve this, we have proposed a new system
using artificial intelligence and image recognition technology. This system will make food identification faster and
more accurate. With Al-based food recognition, users can simply take a picture of their meal and get instant details
such as food type and nutritional information. This helps people monitor their eating habits and make better health
choices. Unfortunately, many users and organizations are still unaware of how this technology works or how it can
benefit them in daily life.
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1. Introduction

In an era where health consciousness is paramount, individuals are increasingly focused on maintaining
balanced diets and monitoring their nutritional intake. However, many still rely on manual methods to identify and
record their meals, which are often inaccurate and time-consuming. The absence of efficient and automated systems
creates barriers for users, nutritionists, and healthcare organizations striving to promote healthy lifestyles and effective
dietary management.

Food recognition technology offers a transformative solution to these challenges. By leveraging artificial
intelligence and computer vision, the system can automatically detect and classify food items from images with high
precision. Features such as calorie estimation, portion measurement, and real-time data analysis enhance accuracy,
convenience, and user engagement. This innovation not only simplifies meal tracking but also supports applications
in healthcare, fitness, and the food industry by promoting smarter and data-driven nutrition management.

This paper explores how blockchain can address challenges in food donation systems by integrating

transparency, security, and trust. The proposed model ensures that food donations are efficiently managed, tracked,
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and verified, paving the way for a more reliable and impactful system of giving.
1.1 Food Recognition Network

The core of the system, where food images are captured and classified using a Convolutional Neural Network
(ResNet50) trained on the Food-101 dataset. The network identifies the type of food in the image, forming the basis
for accurate nutritional estimation.

1.2 Nutritional Estimation

This module calculates the calories, protein, fat, carbohydrates, and sugar of recognized food items by mapping
them to the USDA Nutrient Database. The system ensures that the nutritional information is accurate and ready for
user feedback.

1.3 Portion Size Analysis

Portion size is estimated using reference objects (like a plate or spoon) present in the image. By comparing the
relative size of the food item to these objects using image processing (OpenCV or YOLO), the system adjusts calorie
and nutrient values based on the actual quantity, improving personalization.

1.4 User Interface and Feedback

A mobile-friendly interface built with Flutter allows users to capture images, view nutritional details, and track
their diet history. The system provides instant feedback and supports offline use through TensorFlow Lite, offering a
seamless and user-friendly experience
2. Literature Review

B. N. Limketkai, M. M. Nelson, and S. D. Ehrlich (2021) [1] presented “The Age of Artificial Intelligence:
Use of Digital Technology in Clinical Nutrition.” The study highlighted the integration of artificial intelligence in
clinical nutrition and dietary assessment. It emphasized how Al-based tools can improve the precision and efficiency
of nutrition monitoring, enabling automated analysis of dietary patterns. The authors discussed various applications
of machine learning in nutrition management and underscored the growing importance of Al-driven approaches in
healthcare and food analysis.

M. S. Puli, M. S. Pradeep, S. K. Reddy, and A. Sharma (2023) [2] proposed “Food Calorie Estimation Using
Convolutional Neural Network.” This research applied deep learning models, specifically CNNs, to estimate calorie
content from food images and compared multiple algorithms to determine the most effective for dietary evaluation.
The results demonstrated significant accuracy in food recognition and calorie prediction, showing that CNNs
outperform traditional machine learning techniques in visual dietary assessment tasks.

G. A. Tahir and C. K. Loo (2021) [3] conducted “A Comprehensive Survey of Image-Based Food Recognition
and Volume Estimation Methods for Dietary Assessment.” Their work reviewed existing image-based approaches for
food recognition and portion size estimation, analyzing various datasets, algorithms, and computer vision frameworks.
The study provided a broad overview of current advancements and identified future challenges, such as dataset
diversity and real-time volume estimation accuracy.

Z. Y. Ming, W. Chen, R. Zhang, and L. Zhao (2018) [4] introduced “Food Photo Recognition for Dietary

Tracking: System and Experiment.” This study proposed a multimedia modeling system for automatic food photo
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recognition to support meal logging and nutrition tracking. The model achieved promising results in identifying food
types from user-captured images, offering a foundation for automated dietary tracking systems.

G. Ramkumar, S. Prathap, and R. Venkatesh (2023) [5] developed “A Real-Time Food Image Recognition
System to Predict the Calories by Using Intelligent Deep Learning Strategy.” The authors presented a CNN-based
framework capable of classifying food items and estimating calorie values in real time. The system demonstrated high
efficiency and practical usability for instant nutritional feedback, highlighting the role of deep learning in health and
wellness applications.

M. V. D. Prasad (2024) [6] proposed “Deep Learning-Based Food Calorie Estimation Method in Dietary
Assessment.” This research utilized multiple deep CNN architectures such as VGG16, InceptionV3, and ResNet50
for fruit calorie estimation. The comparative analysis revealed that deep CNNs enhance prediction accuracy,
establishing a reliable approach for calorie estimation in dietary management.

K. S. Lee (2023) [7] presented “Multispectral Food Classification and Caloric Estimation Using Convolutional
Neural Networks.” The study examined the role of multispectral image data in improving CNN performance for food
classification and calorie estimation. Results indicated that incorporating spectral diversity significantly enhanced
recognition precision, particularly for visually similar food categories.

M. Baiee Al-Saffar and W. R. Al-Saffar (2022) [8] proposed “Nutrition Information Estimation from Food
Photos Using Machine Learning Based on Multiple Datasets.” Their work focused on ingredient-level calorie and
nutrient estimation using pretrained CNN models. The approach improved generalization across multiple datasets and
achieved finer granularity in dietary analysis, bridging the gap between visual recognition and nutritional computation.

P. B. Deshmukh, B. P. Gitesh, D. Saurabh, P. Parikshit, and S. Rahul (2021) [9] developed “Calorimeter: Food
Calorie Estimation Using Machine Learning.” This research integrated object detection and image segmentation with
CNN-based feature extraction for accurate calorie prediction from food images. The model improved precision in
identifying mixed dishes and complex meal compositions.

F. S. Konstantakopoulos, M. E. Papadopoulos, and A. D. Georgiou (2023) [10] conducted “A Review of Image-
Based Food Recognition and Volume Estimation Artificial Intelligence Systems.” The authors analyzed recent Al-
based dietary assessment systems, emphasizing their strengths in recognition accuracy, reliability, and real-world
deployment. They also discussed ongoing challenges such as lighting variation, food occlusion, and portion estimation
errors.

J. Chen, L. Qian, M. Tan, and X. Xu (2020) [11] presented “FoodAl: A Large-Scale Food Image Recognition
System.” The study introduced the FoodAl dataset and model, which significantly improved large-scale food image
classification accuracy. The proposed system served as a benchmark for food recognition research, highlighting the
advantages of large, annotated datasets in enhancing deep learning performance.

T. Ege, S. Kalkan, and M. T. Ozkan (2021) [12] proposed “Automatic Calorie Estimation from Food Images
with Segmentation and Deep Learning.” The authors combined image segmentation with CNNs to isolate food items
before calorie estimation, resulting in higher precision and lower error rates compared to non-segmented approaches.

Y. Matsuda, H. Hoashi, and K. Yanai (2012) [13] developed “FoodLog: A Mobile Food Recognition System
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for Dietary Management.” Their smartphone-based application enabled users to capture meal images and
automatically log nutritional information, marking an early step in mobile Al-driven dietary tracking.

H. Hassannejad, M. Seirafi, and S. A. Vafadar (2016) [14] presented “Multi-Task Learning for Food Image
Analysis.” This study utilized a multi-task deep learning model capable of jointly predicting food category and portion
size. The system improved simultaneous recognition and estimation accuracy, demonstrating the effectiveness of
shared learning in visual nutrition tasks.

C. Xu, J. Zhang, and L. Wang (2022) [15] proposed “Personalized Food Calorie Estimation Using Hybrid
CNN-RNN Models.” Their hybrid approach combined CNNs for visual feature extraction with RNNs for contextual
sequence analysis, enabling personalized and context-aware calorie estimation. The study demonstrated enhanced
accuracy and adaptability to user-specific eating patterns.

The reviewed studies collectively demonstrate the evolution of food recognition systems from basic CNN-
based image classification to advanced hybrid and multi-task learning architectures. Early research focused on food
item identification and calorie estimation using CNNs, while later studies explored multispectral imaging,
segmentation, and transformer-based enhancements for higher accuracy. Recent developments emphasize
personalized, real-time dietary monitoring through mobile and cloud-integrated Al systems. Collectively, these works
highlight the growing role of deep learning and computer vision in automating nutrition tracking, improving health
outcomes, and enabling intelligent dietary management.

3. Review of Methodology
3.1 System Design:

The AI Nutrition Tracker uses deep learning and image processing for accurate and efficient food recognition and
nutritional estimation. Key stakeholders include users, nutrition experts, and administrators. Users capture meal
images for instant nutritional analysis, experts validate results, and admins oversee operations. The CNN and portion
estimation modules automate food classification and nutrient calculation, ensuring accuracy, personalization, and

reliability.
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Figure 1: System Design
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3.2. User Module
The User Module enables secure and intuitive interactions, allowing users to:
a. Register and Log In: Secure access with unique credentials and authentication protocols.
b. Capture Food Images: Upload meal photos for real-time food recognition and calorie estimation.
c. View Nutritional Details: Receive detailed breakdowns of calories, carbohydrates, proteins, fats, and sugar.
d. Track Meals: Monitor dietary history and portion-adjusted nutritional intake.
3.3. Nutrition Expert Module
This module empowers nutrition experts to:
a. Validate Food Recognition: Review and confirm CNN predictions for accuracy.
b. Update Nutrient Database: Ensure USDA-based nutritional values are current and precise.
¢. Monitor System Performance: Evaluate model accuracy and portion estimation results to maintain reliability.
3.4. Portion Estimation Module
The Portion Estimation Module focuses on:
a. Reference Object Detection: Identify objects like spoons or plates in images to estimate serving sizes.
b. Calorie Adjustment: Scale nutritional values based on portion size for personalized analysis.
¢. Feedback Loop: Improve estimation accuracy through user corrections and expert verification.
3.5. Al & Processing Module
The Al & Processing Module ensures efficient and accurate food analysis through:
a. CNN-Based Classification: Automatically recognize food items from images using ResNet50.
b. Nutritional Computation: Map recognized items to the USDA Nutrient Database for calorie and nutrient
estimation.
c. Real-Time Analysis: Provide instant feedback via the mobile interface, enabling quick dietary decisions.
4. Review of Datasets
A review of datasets for the Al Nutrition Tracker ensures that the data supports accurate food recognition, reliable
nutritional estimation, and effective portion analysis while being comprehensive and precise.
4.1. Food Image Data
The food image dataset comprises images of meals used for training and testing the CNN model. Each image
includes metadata such as food category, preparation style, and portion context. Accurate labeling is crucial for model
performance, while diversity in food types and presentation ensures robustness. High-quality, well-annotated images
improve classification accuracy and support generalization to real-world meals.
4.2. Nutritional Information
This dataset maps recognized food items to their nutritional content, including calories, carbohydrates, proteins,
fats, and sugar, based on the USDA Nutrient Database. Accurate and up-to-date nutritional values are essential for
reliable analysis. Integration with portion estimation ensures that nutrient calculations reflect actual serving sizes,

enabling personalized dietary recommendations.
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4.3. Portion Reference Data

Portion reference data includes images or measurements of standard objects such as plates, spoons, cups, or
forks, used to estimate serving sizes in meal images. This dataset is critical for adjusting nutrient values according to
actual food quantity. Consistency and accuracy in reference measurements directly impact portion estimation and
personalized calorie calculations.
4.4. User Interaction Data

This dataset captures user interactions with the mobile app, including image uploads, dietary logs, and feedback
submissions. Analyzing this data helps understand user behavior, improve the user interface, and refine model
predictions. Accurate recording of user inputs ensures that nutritional tracking is consistent and that the system adapts
effectively to user needs.
4.5. System Performance Data

System performance data records processing times, model inference speed, and error logs. Transaction time
data measures how quickly images are processed and analyzed, while error logs document misclassifications or failed
uploads. Monitoring these datasets ensures smooth operation, identifies bottlenecks, and guides system optimization
for real-time performance.
4.6. Model Training and Validation Data

This includes training, validation, and test splits of annotated food images. Maintaining a balanced and
representative dataset is crucial for model generalization. Accurate labeling, diverse food types, and varying portion
sizes enhance CNN performance, improve classification accuracy, and reduce bias in nutritional estimation.
4.7. Feedback and Support Data

Data collected from user feedback and support requests provides insights into system usability, prediction
errors, or interface issues. This dataset is important for iterative improvements, ensuring the Al Nutrition Tracker
evolves based on real-world user experience and maintains high reliability.
5. Implementation of the Food Recognition and Nutrition Analysis System

The implementation of the Food Recognition and Nutrition Analysis System provides a smart and automated
approach to identifying food items and estimating their nutritional values through deep learning and computer vision.
The system integrates Convolutional Neural Networks (CNNs), image processing, and database retrieval to deliver
accurate calorie estimation and diet tracking. It aims to support healthy lifestyle management by reducing manual food
logging and enabling real-time dietary assessment through mobile or web interfaces.
5.1 System Architecture

The proposed architecture consists of three layers: the User Interaction Layer, the Processing Layer, and the
Prediction Layer. The User Interaction Layer enables users to capture food images or upload existing photos. The
Processing Layer manages image preprocessing, feature extraction using a CNN model such as ResNet50, and portion
estimation through object detection. The Prediction Layer classifies the food item and retrieves calorie and nutrient

details from the integrated food database. The system ensures modularity and scalability, supporting smooth
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interaction between preprocessing, recognition, and nutritional analysis modules while maintaining efficient
performance across devices.
5.2 Image Processing and Feature Extraction

Captured images undergo preprocessing steps such as resizing, normalization, and augmentation to improve
robustness. The processed image is passed through a pretrained ResNet50 or VGG16 model to extract deep visual
features representing texture, color, and shape. For portion estimation, the system uses YOLO-based object detection
or OpenCV contour mapping to identify the plate and approximate serving size. These extracted features are combined
to estimate total calories and nutrients using the mapped food category and portion volume.
5.3 System Modules

The system comprises three core modules — User Module, Analysis Module, and Administrator Module.
The User Module allows users to capture food images and view detailed nutritional data including calories,
macronutrients, and serving size. The Analysis Module performs image preprocessing, feature extraction, and
classification using CNN models, followed by portion estimation and database retrieval for nutrition calculation.
The Administrator Module manages dataset updates, model retraining, and performance tracking to maintain high
accuracy and reliability. Together, these modules provide real-time food recognition and ensure efficient and accurate
dietary analysis.
5.4 Model Training and Prediction

The model is trained using datasets such as Food-101 and UEC-Food256, containing diverse food categories.
Training involves preprocessing images, applying data augmentation, and fine-tuning pretrained CNN models like
ResNet50 on food-specific features. The Softmax classifier generates probabilities for each food class, while estimated
portion sizes are used to calculate calories and nutrient composition from the USDA Food Database. The system
demonstrates high prediction accuracy and consistent performance across varied lighting and image conditions.
5.5 Database and User Interface

The system uses a MySQL database to store user details, meal logs, and recognized food data. Nutritional
information is retrieved from the USDA Food Database for accuracy. The front-end, built using Flutter, allows users
to upload or capture food images and view results interactively. The back-end, developed in Flask, connects the
recognition model with the database. Users can monitor their daily intake through visual dashboards showing calorie
trends and nutrient breakdowns, offering a smooth experience on both mobile and desktop platforms.
5.6 Security and Data Privacy

User information and food logs are securely stored using encryption methods to ensure confidentiality. Role-
based access control limits administrative privileges, and HTTPS is implemented for secure communication between
the user interface and the server. The system anonymizes image data and performs regular database audits to prevent
misuse. These measures ensure reliability, transparency, and compliance with data privacy standards, making the

system secure for real-world dietary applications.

IES International Journal of Multidisciplinary Engineering Research ~ Volume 2, Issue 1, 2026 30



Y= IES International Journal of Multidisciplinary Engineering Research

6. Requirements

6.1 Hardware Requirements

a. Processor: Intel Core i7-10750H (or equivalent) / Octa-core Mobile Processor

A high-performance processor such as the Intel Core i7-10750H (or equivalent AMD or Apple M-series chip)
is required during development to handle computational workloads involved in image preprocessing, CNN-based food
classification, and calorie estimation.For mobile deployment, an octa-core processor such as Qualcomm Snapdragon
865 or Apple A14 Bionic (or higher) is recommended to ensure smooth execution of model inference, image capture,

and real-time calorie estimation within the app.
b. Primary Memory: 16GB DDR4 RAM, 3200 MHz or above (Development) / 6GB—8GB RAM (Mobile)

At least 16GB DDR4 RAM is needed on the development system to efficiently manage large image datasets,
parallel processing tasks, and deep learning computations. For mobile devices, 6GB—8GB RAM ensures smooth app
operation, quick image loading, and seamless interaction between the front-end interface and back-end inference

model.
c. Storage: 512GB Solid State Drive (SSD) or above (Development) / 128GB Internal Storage (Mobile)

A minimum of 512GB SSD is recommended on the development system to store datasets, trained models,
and food database files. SSDs provide faster data access and reduced latency, which is essential for quick loading of
images and retrieval of nutritional information. On mobile devices, 128GB internal storage is ideal for temporarily

storing captured images, user logs, and offline data caching.
d. GPU: NVIDIA GeForce RTX 3050 (6GB GDDR6) or above (Development) / Adreno 640 or above (Mobile)

A dedicated GPU such as the NVIDIA GeForce RTX 3050 with at least 6GB VRAM is required during
development to accelerate deep learning tasks, including CNN feature extraction and image classification. GPU
acceleration significantly reduces computation time and supports scalability for larger datasets and complex
architectures. On mobile devices, GPUs such as Adreno 640/660, Apple GPU (A14 and above), or Mali-G78 are

recommended to ensure efficient TensorFlow Lite inference for real-time food recognition.

6.2 Software Requirements
a. Front-end: Flutter Framework (Dart)

The mobile interface is developed using the Flutter framework with Dart, enabling a responsive and cross-
platform design compatible with both Android and iOS. It provides smooth navigation for capturing food images,
displaying nutritional information, and tracking calorie intake through an interactive dashboard.

b. Back-end: Python Flask, MySQL / Firebase
The back-end utilizes Python Flask for efficient server-side communication and MySQL or Firebase for

secure data storage. Flask handles API interactions between the app and the model, while the database manages user
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data, food records, and calorie information.
c. Languages: Python, Dart, JavaScript
Python is used for developing and training CNN-based food recognition models. Dart powers the Flutter
interface and manages UI logic, while JavaScript supports API integration and enhances back-end data handling.
d. Tools: Android Studio, PyCharm, VS Code, Jupyter Notebook
Android Studio is used for app development and testing, PyCharm for model training and debugging, VS

Code for back-end and API development, and Jupyter Notebook for experimentation and visualization. These tools
ensure efficient development, testing, and deployment workflows.
6.3 Functional Requirements:

The system includes core functionalities to ensure accurate food recognition, nutritional estimation, and user
engagement:
a. User Registration and Interaction:

* Secure registration and login for users with unique credentials.

* Ability to capture meal images, upload them, and receive instant nutritional feedback.
b. Food Recognition and Nutrient Estimation:

* CNN-based food classification using ResNet50.

* Nutritional estimation mapped to USDA database values for calories, fats, carbohydrates, proteins, and
sugar.
c. Portion Size Analysis:

* Detect reference objects (plates, spoons, cups) for accurate portion estimation.

* Adjust nutrient values according to actual serving size for personalized results.
d. Feedback and History Tracking:

* Users can track meal logs, nutrition history, and receive dietary recommendations.

* Feedback mechanism for reporting recognition errors or suggesting improvements.
e. Administrative Functions:

* Nutrition experts or admins can validate food recognition results.

* Monitor model performance and update nutrient data for system accuracy.
f. Scalability and Accessibility:

* Support for growing user base and image uploads without compromising speed.

» Compatible across mobile devices with varying internet connectivity.
6.4 Non-Functional Requirements:
These requirements ensure the application operates efficiently and reliably:

a. Performance: Real-time processing of images with minimal delay.

b. Reliability: High availability and stable operation to support continuous usage.

c. Usability: Intuitive and easy-to-navigate mobile interface for all users.

d. Compliance: Adherence to data privacy standards and secure handling of user information.
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7. Result and Discussion

The analysis concludes that Al-based food recognition systems have significant advantages over traditional
dietary tracking methods, particularly in terms of accuracy, efficiency, and personalization. Deep learning models,
combined with image processing and portion estimation, enable real-time identification of food items and instant
calculation of nutritional content. This level of automation and precision surpasses manual food logging, which is
often error-prone and time-consuming. Furthermore, Al systems reduce human effort and provide personalized dietary

feedback, helping users make informed nutritional choices.

However, the adoption of Al-based food recognition faces notable challenges. Many users and organizations
may lack familiarity with Al technologies, making it difficult to implement or fully trust automated systems. The
accuracy of models depends heavily on high-quality datasets, and errors in recognition or portion estimation can
reduce reliability. Additionally, ensuring privacy and secure handling of user dietary data is a critical concern,

particularly when integrating cloud-based processing.

Overall, while Al food recognition has the potential to revolutionize dietary management by offering fast,
accurate, and personalized nutrition tracking, its widespread adoption is currently limited by practical barriers such as
technical expertise, data quality, and user trust. To maximize its impact, efforts in dataset expansion, model

optimization, user education, and privacy safeguards are essential for ensuring reliable and user-friendly systems.

Comparison of Existing and Proposed Food Recognition System
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